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Content about topic covered: Strassen’s Matrix Multiplication 

Strassen’s Matric Multiplication 

Let A and B be two n x n matrices. The product matrix C = AB is also an n x n matrix whose (i,j)th 

element is formed by taking the elements in the ith row of A and jth column of B and multiplying them 
to get C(i,j). 

𝐶(𝑖, 𝑗) =  ෍ 𝐴(𝑖, 𝑘) ∗ 𝐵(𝑘, 𝑗)

ଵஸ௞ ஸ௡ 

 

To compute C(i,j) using this formula we need n multiplications. Since the matrix C has n2 elements, the 
time for the resulting matrix multiplication is O(n3). 
 
The divide and conquer strategy suggests another way to compute the product of two n x n matrices. 
For simplicity, Assume n = 2k. In case n is not power of 2, then enough rows and columns of 0’s can be 
added to both A and B, so that the resulting dimensions are a power of 2. 
 
Imagine that A and B are each partitioned in to 4 square sub matrices, each matrix having 

dimensions 
௡

ଶ
 x 

௡

ଶ
. Then the product AB is computed as  

൤
 Aଵଵ  Aଵଶ

 Aଶଵ  Aଶଶ
൨  𝑋 ൤

 Bଵଵ Bଵଶ

 Bଶଵ  Bଶଶ
൨  =  ൤

 Cଵଵ Cଵଶ

 Cଶଵ  Cଶଶ
൨ 

Then  
     Cଵଵ =   Aଵଵ  Bଵଵ +  Aଵଶ  Bଶଵ 

     Cଵଶ =   Aଵଵ  Bଵଶ +  Aଵଶ  Bଶଶ 

     Cଶଵ =   Aଶଵ  Bଵଵ +   Aଶଶ  Bଶଵ 

     Cଶଶ =   Aଶଵ  Bଵଶ +   Aଶଶ  Bଶଶ 
 



To compute AB, we need to perform 8 multiplications of 
௡

ଶ
 x 

௡

ଶ
 matrices and 4 additions of 

௡

ଶ
 x 

௡

ଶ
 

matrices. Since two 
௡

ଶ
 x 

௡

ଶ
 matrices can be added in time cn2 for some constant c, the overall computing 

time T(n) is given by the recurrence relation 
 
 

𝑇(𝑛) = ൝
𝑏                           𝑛 ≤ 2

8 𝑇 ቀ
𝑛

2
ቁ + 𝑐𝑛ଶ    𝑛 > 2

 

 

𝑇(𝑛)        =  8 𝑇 ቀ
𝑛

2
ቁ + 𝑐𝑛ଶ     

             = 8 ቂ8 𝑇 ቀ
௡

ସ
ቁ +  

௖௡మ

ସ
ቃ + 𝑐𝑛ଶ 

     = 64 𝑇 ቀ
𝑛

4
ቁ + 3 𝑐𝑛ଶ 

                      =  ൫2௞൯
ଷ 

+  
𝑛

2௞
+ ൫2௞ − 1൯𝑐𝑛ଶ 

                                   = 𝑏𝑛ଷ + (𝑛 − 1)𝑐𝑛ଶ 
                                   = 𝑂(𝑛ଷ) 
 

Hence no improvement over the conventional method has been made. Matrix multiplications are more 
expensive than matrix additions.  
 
Strassen has discovered a way to compute Cij using only 7 multiplications and 18 additions or 

subtractions. His method involves first computing the seven 
୬

ଶ
 x 

୬

ଶ
 matrices P, Q, R, S, T, U and V. 

Then Cij’s are computed using the matrices P, Q, R, S, T, U and V. 
 
 

P  = (A11 + A22) (B11 + B22) 
Q = (A21 + A22) B11  
R  = A11 (B12  - B22) 
S  = A22 (B21  - B11) 
T  = (A11 + A12) B22 
U  = (A21 - A11) (B11 + B12) 
T  = (A12 - A22) (B21 + B22) 

 
Then  

C11 = P + S – T + V 
C12 = R + T 
C21 = Q + S 
C22 = P + R – Q + U  

 
The resulting recurrence relation for T(n) is  
 

𝑇(𝑛) = ൝
𝑏                           𝑛 ≤ 2

7𝑇 ቀ
𝑛

2
ቁ + 𝑎𝑛ଶ    𝑛 > 2

 

 



𝑇(𝑛)        =  7 𝑇 ቀ
𝑛

2
ቁ + 𝑎𝑛ଶ     

                  = 7 ൤7𝑇 ቀ
𝑛

4
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                   = 49 𝑇 ቀ
𝑛

4
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7

4
𝑎𝑛ଶ +  𝑎𝑛ଶ 

                  =    𝑎𝑛ଶ ቈ1 +
7

4
+ ൬

7

4
൰

ଶ

+ ⋯ + ൬
7

4
൰

ଶ௞ିଵ

 ቉  + 7௞  𝑇(1) 

                  ≤    𝑐𝑛ଶ ൬
7

4
൰

୪୭୥  ௡

  +  𝑏. 7௟௢௚ ௡  

                  ≤    𝑐𝑛୪୭୥ ସ ା୪୭୥  ଻ି୪୭୥  ସ +  𝑏. 𝑛௟௢௚ ଻ 

    = 𝑂( 𝑛௟௢௚ ଻)  
   = O(n2.81) 

  



 

 

 

 

 

 

 

 

 


